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Abstract 
Software is now a strategic asset for almost every business. As such, new technol-

ogies and features are needed, and so, AI-infused solutions are becoming more fre-
quent. Also, as software is part of every infrastructure, even critical ones, it becomes 
a more attractive target for cybersecurity attacks. To build software that can be seen 
as trustworthy, organizations need to improve their processes and integrate different 
skills, methods, capabilities, and practices. A way to achieve it is by using a maturity 
model that can lead that improvement path. Since the current maturity models present 
limitations – our literature review shows they are considered to be static, focused on 
specific contexts, and built with a closed architecture, we set ourselves with the goal 
of building a new maturity model that addresses these limitations. Our goal is to de-
velop a model that can integrate capabilities and practices useful for producing AI-
infused software with cybersecurity in mind, based on an open-architecture that al-
lows for integrating future domains and be evolved by organizations that use it. We 
defined an iterative methodology for producing this maturity model that integrates in 
every iteration a validation step by academic and industrial partners. As we finish the 
first iteration, which addresses cybersecurity capabilities, we are starting the valida-
tion process for this increment, but preliminary results show our methodology to be 
leading to sound results. 
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1 Introduction 

Software has become a central part of almost any successful business, being consid-
ered an essential tool for organizations to operate effectively and efficiently, allowing 
companies to increase productivity and enhance customer experiences [1].  

The advent of Artificial Intelligence (AI) is making software even more critical for 
supporting businesses. AI algorithms can automate repetitive tasks, analyze large 
amounts of data to identify trends and patterns, and make predictions that can help 
businesses make better decisions [2]. However, with increased reliance on software and 
AI comes an increased risk of cybersecurity threats. As businesses collect and store 
more data, they become a more attractive target for cybercriminals [3]. For software to 
produce its value, it needs to be reliable, consistent, and transparent. Therefore, these 
two trends need to be built on top of a strong foundation – using DevOps as the under-
lying set of principles for software development [4].   

Looking at the challenges posed by AI and cybersecurity over DevOps, our initial 
research showed that a new, integrated software development approach is needed. Any 
organization that produces software will need to consider the necessary skills, methods, 
approaches as an interconnected network of capabilities and not as two different iso-
lated sets of practices. Only then can those organizations maximize the probability of 
success while decreasing the risks of failure when infusing their software with AI, as 
stated in [2]. For this purpose, we defined as the main objective of this work the defi-
nition of a maturity model that, by definition, can help understand the initial status, 
foresee the end status, and plan the path from one to the other. Additionally, this inte-
grated maturity model will need to be able to address the interconnected set of capabil-
ities that arise from applying both AI techniques and cybersecurity principles over a 
DevOps foundation. This proposed model also needs to address some of the critiques 
that have been appointed to maturity models, such as being static, linear, and focused 
on a single definition of the right performance and improvement path [4, 5]. Therefore, 
this new maturity model will need to be able to adapt to different business contexts but 
also to be able to integrate different dimensions that proved important for the software 
engineering organizations.  

As for the organization of this article, in section 2 we discuss the state-of-the-art on 
topics related to this work, namely focusing on the existing maturity models for AI and 
for cybersecurity. In section 3 we present research objectives that guide our work and 
the methodology used. In section 4 we present the work that we did, and some obtained 
preliminary results. In section 5 we present the planned work and expected results. Fi-
nally, in section 6, we present the conclusions for the presented work. 

2 State-of-the-art 

DevOps as a foundation, brings speed and quality to the software releases [4, 6]. The 
current business context demands shorter feedback loops in producing, deploying, and 
operating software. But for these loops to be rightly executed, a software release needs 
to have quality and be consistent [4]. As for Governance, there are a set of different 
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frameworks that can be used as reference for IT related organizations, each one provid-
ing different approaches but with one same goal: to achieve excellence and trust [7]. 
Nonetheless, the most well-known frameworks such as ITIL [8], COBIT [9] or CMMI 
[10] do not explicitly address the interdependency of using AI and cybersecurity.  

In general, maturity is considered as a state of being complete, perfect, or ready [11]. 
This definition is aligned with a biological perspective that presents something as ma-
ture when it has reached its full development capacity, as a final state. But from a psy-
chological perspective, Blank et al [12] present maturity as “the extent to which a per-
son acts independently, is able and willing to take responsibility, and desires to 
achieve”. The same authors consider this perspective more adequate to an organiza-
tional context, as organizations are built based on human relationships, and, therefore, 
on psychological and sociological interactions. As such, in this work, we will adopt 
their view, presenting organizational maturity as the capacity to understand its context, 
and take actions to adapt to it, therefore maximizing the probability of reaching their 
goals.  

One of the most well-known maturity models in Information Technology (IT) [13],  
is the Software Engineering Institute (SEI)’s Capability Maturity Model (CMM) and 
its evolution, CMMI [10], currently in its version 3.0, which has been used to guide and 
evaluate different paths of improvement taken by different organizations. Although ma-
turity models have historically been considered as an important tool for process im-
provement [13], there is a growing critique around them [4, 5]. They are considered 
static, based on one single end-goal and a unique improvement path. All those discus-
sions on why maturity models are failing, confirm the need for an improvement tool 
that is context-aware, multidimensional, and dynamic. 

To understand the state-of-the-art for maturity models that could connect cybersecu-
rity and AI on top of DevOps and Governance, we conducted a multivocal systematic 
literature review [14] to answer the following research question: 

RQ: What is the current state of the art on software development maturity models 
that address cybersecurity and the infusion of AI in software?  

We followed the guidelines proposed by Kitchenham [15] on how to perform a Sys-
tematic Literature Review (SLR) in the computer science domain. Furthermore, fol-
lowing the recommendations by Garousi et al. [14], we also integrated in our multivocal 
systematic literature results grey literature (e.g., technical reports, books, and blog 
posts). We then executed the SLR following Kitchenham [15]’s guidelines and Adams 
et al. [16]'s recommendations.  As step 1, the following search expressions were de-
fined: 

1. (MLOps or AI or AIOPS or “Cognitive Systems”) AND “maturity model” 
2. (DevSecOps OR SecDevOps OR Security) AND “maturity model” 

The search (step 2) was executed between January and May 2022 on the EBSCOhost 
databases (Academic Search Complete, Business Source Complete, and EconLit with 
Full Text) and considering only documents written in English, Spanish or Portuguese. 
In steps 3 and 4, we did an initial triage over the initial 1783 results, eliminated repeated 
ones, leaving us with1552 results. In step 5, we screened the results by reading the title 
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and abstract to identify papers that were good candidates for full-text reading. This re-
sulted in 125 works as several were discarded for two reasons; (i) results associated 
with life sciences’ studies that use the term “maturity model”; and (ii) results written in 
a language other than English, Spanish or Portuguese. Finally, in step 6, we analyzed 
the full text of all those results. 

None of the remaining results presents maturity models for software development 
that simultaneously address the concerns related to cybersecurity and AI infusion. Our 
findings fall into one of two groups: Cybersecurity Maturity Models and Artificial In-
telligence Maturity Models, which we present in the next paragraphs. 

Cybersecurity maturity models 
Different authors present definitions for cybersecurity, but in this work we’ll be us-

ing the one from Hoang and Le [17], who states that “cyber security can be considered 
as a collection of systems, tools, processes, practices, concepts and strategies that are 
used to prevent and protect the cyber space from unintended interaction and unauthor-
ized access and to preserve the confidentiality, integrity, availability, authenticity, ac-
countability (CIAAA) and other properties of the space and its resources”. This defini-
tion accounts for different factors – systems, tools, processes, practices, concepts, and 
strategies – to achieve not just one specific gain but an interconnected set of gains over 
confidentiality, integrity, availability, authenticity, and accountability.  

The literature shows that cybersecurity is an important topic because of two factors. 
First, a growing business complexity, with high degree of volatility, and use of hetero-
geneous systems [3]. Second, software is now part of critical infrastructures, and these 
are increasingly vulnerable to cyber-attacks, as stated in [18].  

A relevant conclusion for our work stems from Frijns et al. [3], who states that, alt-
hough cybersecurity is important and vulnerabilities represent a high risk of disrupting 
business, current software engineering methods still do not address it explicitly. In fact, 
looking at different Agile methods and DevOps, the same author confirms there is not 
an explicit call to security practices or safeguards that address the increasing risk of 
cybersecurity problems. Also, different works confirm that there is a need for a new 
Maturity Model that explicitly addresses both DevOps and Security, therefore, being 
able to handle a more complete set of threats [19, 20]. 

In the SLR we identified two groups of security maturity models: one focused on 
organizational practices that can be used by any technology-related organization, and 
another focused on the software development lifecycle. In the first group, we find ex-
amples such as C2M2 [21], NICE [22], NIST Cybersecurity Framework [23] and 
CMMC [24]. In the second group, focused on the software development lifecycle, we 
identified two instances: BSIMM [25] and SAMM [26].  

After analyzing the literature related to cybersecurity, we have identified some re-
maining challenges. First, the existing models, focused on organizational practices, do 
not address how to include them into the software development lifecycle. Second, con-
firming the critiques to maturity models, all those that we identified have a closed ar-
chitecture and do not allow for integrating additional perspectives or contexts. Third, 
there is a lack of a common language, making it very difficult to integrate different 
models, with different levels and different quantification schemas. 
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AI maturity models  
The SLR results show that there is no maturity model focused on organizations im-

plementing AI methods or more specifically, Machine Learning. There are some pre-
liminary proposals from Alsheibani et al.[27], Desouza et al.[28] and Akkiraju et al.[29] 
where the authors confirm the need for defining an organizational capability to ensure 
the return on investment (ROI) that AI promises. We further identified three main 
trends related to AI: (i) Governance and Compliance; (ii) Transparency and Explaina-
bility, and (iii) MLOps.  

As for Governance and Compliance, we confirm an increasing demand for regula-
tion, especially in industries like finance and healthcare, as confirmed by Candelon et 
al. [30]. These authors consider regulation as essential for the development of AI sys-
tems, not as a limit to its capabilities but to make consumers trust them. This regulation 
work is being currently led by the European Union (EU) [31] with its 2021 proposal for 
an AI legal framework based on a risk assessment. 

Regarding Transparency and Explainability in AI, different authors talk about the 
need for these systems to be able to explain their own rational and, ultimately, prove 
themselves as trustworthy, as explicitly said by Mora-Cantallops et al. [32], for whom 
transparency is one of the key requirements for trustworthy AI. 

Finally, regarding MLOps, and as mentioned by Dang et al. [33], the advent of cloud 
computing changed the paradigm of producing and releasing software in the last dec-
ades. In this context, software releases moved from a traditional boxed product to a set 
of services being continuously released. AI-infused products, like any other kind of soft-
ware, need also to be able to be deployed with a consistent and trustworthy approach. 

Analyzing the results from the SLR, we find that, as for cybersecurity, there are some 
challenges left answered. First, the existent work doesn’t address how an organization 
should integrate different skills and mindsets to get the promised return on investment. 
Second, there isn’t a definition of the kind of governance that is needed, namely, by the 
implementation of regulation towards explainability, transparency and risk analysis. 
Third, from an operational perspective, it is unclear what kind of software development 
methods are needed to achieve consistency in development and release of AI-infused 
software artifacts. 

3 Research objectives and methodological approach 

Taking into consideration the current state-of-the-art, we defined as objective for our 
work to produce an integrated maturity model that addresses Cybersecurity and AI, 
over a foundation of DevOps and Governance.  

The proposed maturity model needs to be adaptable to different business contexts, 
for organizations producing software that has needs related to the two mentioned do-
mains. This maturity model should be sustainable, i.e., it must have an open architec-
ture, built in such a way that further domains can be integrated without having to change 
the model structure.  
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We are following a Design Science Research (DSR) approach, as defined by Peffers 
and Hevner [34, 35], complemented with a methodology for building maturity models 
presented by Becker [13], resulting in an iterative approach, as presented in Fig. 1. 

Step 1 is meant to produce an identification and characterization of the problem, 
which is in part achieved by the systematic literature review explained in the previous 
section, but also with a comparison of the existent maturity models for each one of the 
two domains – Cybersecurity and AI. Step 2 is meant to produce a definition of objec-
tives and goals for the proposed maturity model, but also, to produce specific goals 
related with each one of the domains that are to be used in the model. Steps 3, 4, 5, 6, 
and 7 are part of a design iteration and are intended to produce an increment to the 
proposed maturity model. Step 3 is focused on designing an architecture for the ma-
turity model. In step 4, we design the increment by selecting which domain will be the 
focus – Security, AI, DevOps or Governance and its capabilities. In step 5, the focus 
will be on demonstrating the usefulness of the model for achieving improvement in the 
target organizations.  

 
Fig. 1. - Methodology for building the proposed maturity model 

For step 6, we have the maturity model evaluated by the industrial partners, gathering 
quantitative and qualitative data. From the collected data we will produce an analysis 
on possible improvements and new practices that will be taken into consideration for 
the next maturity model increment iteration. As a result, we might need to evaluate the 
model architecture, therefore returning to step 3 or to re-evaluate the design decisions, 
returning to step 4. In step 7 we communicate the results obtained for the executed 
increment and the accumulated model produced until then. In this step, we follow an 
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approach similar to the Agile Releases in Software Engineering, where at the end of 
each incremental cycle the team decides if the product is ready for releasing to end 
users. Each increment is “releasable” but the decision to release it depends on the value 
that the overall set of increments can deliver to the users. Likewise, in terms of com-
munication, we will evaluate at the end of each increment if the obtained results are 
worth communicating per se or if they need another increment to be meaningful for the 
scientific community. 

4 Past work and preliminary results 

At this point we have already executed steps 1, 2 and 3 from the methodology, which 
resulted in the presented SLR and on a definition of the model architecture. In this 
architecture, each domain is characterized by a set of capabilities distributed across 
maturity levels. Each domain also has an open number of levels, aligned with the ob-
jective of producing an open-architecture model. Additionally, to the individual do-
mains’ capabilities and practices, we also need to consider how the different domains 
interact and influence each other and as such, three types of relationships are defined:  

• Type A – Capability to Capability: a relationship between capabilities means that 
one single capability will immediately activate the need for another, therefore con-
stituting one restriction to the model adaptation.  

• Type B – Level to Level: a relationship between practices of different capabilities in 
the same maturity level, which represents the connection from one practice to an-
other in one same level.  

• Type C – Foundational dependencies: a relationship between practices of different 
maturity levels, which represent a dependency for a higher level.  

When applying the maturity model to a specific organization, the defined architec-
ture originates a maturity profile, specific to the organization’s context. To produce it, 
three steps will be taken. First, the organization gathers data to characterize its initial 
state and identifies the needs for each one of the domains in the model. Second, the 
model is applied, making sure that all the domains, dependencies, and restrictions are 
applied. Finally, as a result, an organizational maturity profile is produced, detailing a 
set of domains, capabilities, and levels that are to be applicable to that specific organi-
zational context. Additionally, we are currently executing the first iteration for produc-
ing the model, which comprises steps 4, 5 and 6 represented in Fig. 1.  

5 Future work and expected results 

The first iteration of our methodology is underway. This work will result in a first def-
inition of the proposed model, which addresses Cybersecurity over DevOps. It will be 
validated by two different audiences. The first, composed of subject matter experts from 
academia, with expertise in software engineering and process management. The sec-
ond, belonging to an industrial partner, a Portuguese telecommunications company, 
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currently evolving its product portfolio with AI infusion and an increased cybersecu-
rity. Once the first validation is completed, we will apply the model in this industrial 
partner to evaluate its usefulness and applicability in such context. 

The following steps would be to execute another iteration and therefore integrate 
both AI and Governance on the cumulative results. 

As we move forward, we expect to achieve a model that is aligned with the defined 
objectives. This means having a model that can be useful for organizations producing 
AI-infused software while addressing cybersecurity challenges. Furthermore, having a 
model with an architecture that can accommodate new domains, as for example, User 
Experience (UX) or People Management. With this open structure, this model can ad-
dress the critiques being made to maturity models and therefore, be seen as an improve-
ment tool that different organizations can use. 

6 Conclusions 

Given the growing importance of software in every aspect of the current societies, 
even being part of critical infrastructures, software became not just a strategic asset for 
businesses, but also an attack target for someone trying to get advantage over the others.  

With the current work, we produced the first version of a maturity model that ad-
dresses known limitations of existing maturity models. First, this proposed model can 
be used in organizations addressing cybersecurity challenges and producing AI-infused 
software, with an open-architecture and therefore, able to integrate those two different 
domains. Furthermore, it is a context-aware model, able to be used in different organi-
zations, given its specific goals. These two characteristics – open-architecture and con-
text-aware are important as it allows for this model to be considered as a useful im-
provement tool that can be used by different organizations but that can also be evolved 
by them, addressing the main critique made to the current maturity models as being 
static and closed. 

In this first iteration of our methodology, we focused on integrating cybersecurity 
capabilities from existing models to make it context aware. In the next iterations, we 
will focus our work on integrating capabilities and practices needed for producing AI-
infused software. Since our SLR showed the inexistence of maturity models in this 
domain, we will need to identify and characterize new capabilities and practices. Be-
cause this is a domain where new knowledge is produced very frequently, this will be 
a challenge. 

While the produced first iteration is already scheduled to be evaluated by one indus-
trial partner, we are also identifying other additional partners that could help us validate 
the model and its usefulness for different organizational contexts. With these additional 
partners, we will gather quantitative and qualitative data that will give us the necessary 
validation for our proposed model. 

For future work, once this model can address AI-infused software and cybersecurity, 
we already envision two topics that can be integrated into the model. The first is the use 
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of UX capabilities and practices, and the second, the use of People Management capa-
bilities and practices. The open architecture for the proposed maturity model will be 
tested by integrating these new domains without any architectural change. 
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